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In the past decade attention has been paid to ‘evidence-based practice’ which seeks to demonstrate the effectiveness of treatment strategies with evidence from randomised studies. Statistical techniques are used to draw conclusions from the results of such research. A frequently applied statistical measure is the p value. This research note describes advantages and disadvantages of the p value in randomised studies.

The most appropriate design to study the effect of treatment is the randomised clinical trial. In the simplest example of a randomised trial, two treatments (e.g., massage and exercise) are compared in patients with a specific complaint. The crucial question the researchers wish to answer is whether one treatment is more effective than the other.

The p value is a statistical variable that, according to many people, provides an answer to the question about whether the difference in effect between two treatments depends on chance. This procedure is called testing for statistical significance. Within medical science there is great belief in significance testing as a method of analysis, but (over) appreciation of the p value has been the subject of criticism for several years (Nurminen 1997).

What is the p value?

In statistics the term ‘significance’ is used to mean that a certain study result is not a chance finding, and that there really is something going on. Statisticians always start with the assumption that a study result might depend on chance. Therefore the basic proposition in every statistical test is the null hypothesis, which represents the theory that both treatments (massage and exercise) are equally effective. When the null hypothesis is true, outcomes differ only by chance.

Assume that a randomised trial has been set up to study the effect of exercise compared to massage. The primary outcome measure is ‘perceived recovery’ (on a 7-point Likert-scale patients indicate the extent to which they have recovered, ranging from ‘total recovery’ to ‘worse than ever’). We could consider every patient who indicates slight to total recovery to be recovered, whereas all others have not recovered. With these outcomes it is possible to calculate whether more patients have recovered with exercises than with massage.

It is usual to test the outcome statistically. As a result of the natural course of the condition most patients will recover to a certain extent anyway, and there will also always be some difference in recovery between the two groups by chance. What is tested is whether the difference between the two groups is greater than can be expected based on chance.

The null hypothesis in this specific case is: ‘There is no difference between the effect of exercise and massage.’ The alternative hypothesis is therefore: ‘The difference in recovery between the two groups is greater than that which could be expected on the basis of chance.’ Thus, the effect of exercises could be greater or smaller than that of massage. This is referred to as the two-tailed testing of the null hypothesis.

The problem with statistical tests is that there is always a risk, even if the null hypothesis is correct, that chance (incorrectly) suggests that the alternative hypothesis is true. To return to the example: assume that there really is no difference in effect between exercises and massage on the recovery of patients, and yet it is found that more patients who received massage recovered than the patients in the exercise group. In that case the null hypothesis is incorrectly rejected (a ‘Type I’ error). This risk is indicated with the p value or $\alpha$. Whenever you see ‘$p < 0.05$’, this means that when the null hypothesis is rejected and the alternative hypothesis is accepted, there is a risk of less than 5% that this decision is incorrect.

In scientific research it is considered (relatively arbitrarily) that when the p value that is found is less than 5% it is acceptable to reject the null hypothesis. (Another way of saying this is that $\alpha$, the critical p value, is set at 0.05.) In that case, when $p < 0.05$ the finding is considered statistically significant. The fact that $\alpha$ is almost always set at 5% is one of the points of criticism. Situations can occur in which a 10% risk of an incorrect decision (null hypothesis incorrectly rejected) is also appropriate, or when this risk must be kept as low as possible and should be set at 1%.

Significant versus non-significant

Testing for statistical significance appears to be an objective way to determine whether a null hypothesis should be rejected (Nurminen 1997). The p value is often used as a dichotomous measure of evidence: the p value is less than/greater than 0.05; so the finding is significant/non-significant, resulting in the conclusion that the treatment is/is not effective.

Assume that a value of $p = 0.049$ is found. The null hypothesis (in our example, the hypothesis that exercise is as effective as massage) is rejected. The alternative hypothesis is therefore accepted, which is often interpreted as indicating that the intervention (exercise in this example) is effective. If, instead, the value were $p = 0.055$, the null hypothesis would not be rejected because the difference in effect between exercise and massage is not statistically significant.

Technically it is incorrect to interpret a p value of 0.055 as evidence that the intervention is not effective, because ‘No evidence of effect is not evidence of no effect’ (Altman and Bland 1996). Apart from a considerable number of methodological problems that can be encountered in clinical trials, from a statistical point of view there is one important reason why it may not be possible to demonstrate the effect of a treatment, namely ‘lack of power’. The p value is not only based on the difference that is found between two treatments, but also depends on the number of patients in the two groups (Goodman 1999). A small difference in treatment effect
between the intervention and control groups in a study with many patients (e.g. 10 000) can produce the same p value as a large difference in effect between the two groups in a study with only a few patients (e.g. 50). When there are too few patients in the treatment groups to be able to demonstrate a difference this is called a ‘Type II’ error.

Validity
The p value only says something about whether the null hypothesis should be rejected, but nothing about the validity of the null hypothesis (Slakter, Wu and Suzuki-Slakter 1991). Assume that the null hypothesis is actually correct. Then, if \( \alpha \) is set at 0.05 a significant chance result will be found in less than 1 in 20 cases. If the same null hypothesis were tested more than 20 times (if the same clinical trial were carried out more than 20 times), a ‘significant’ result would probably be found at least once. This one time could, in fact, be in the trial that is being carried out at that moment.

The same ‘game of chance’ can also occur within a study, namely in a study in which more than 20 outcomes are measured. Based on chance, one of these outcome measures will probably be ‘significant’. Adjustments must be made in the calculations for this ‘game of chance.’ However, such adjustments are often not made and researchers claim, for instance, that ‘their’ intervention is effective based on the effect measure that reaches statistical significance, whereas in fact it is only one of the 20 effect measures that they have included in their study.

Clinical relevance
A statistically significant result is not necessarily clinically relevant. Imagine that a randomised trial has been carried out in 4000 patients. The most important outcome is pain measured on a 100 mm visual analogue scale (VAS). After randomisation it appears that the two groups are comparable with regard to the average score for the level of pain: both the intervention group and the control group scored 75 mm on the VAS. At the end of the treatment the average level of pain in the control group has dropped to 45 mm and in the intervention group to 40 mm. To the great joy of the researcher, this difference is significant, and the conclusion is drawn that exercise is more effective than massage. But is the intervention really so effective? Is an average difference of 5 mm on the VAS between the two study groups really an indication of significantly less pain? In both groups there still is a considerable amount of pain.

In order to be able to say something about the clinical relevance of the effect that is found, it is better if the researcher indicates at the start of the study that a minimal difference of 10 or 20 millimetres on the VAS will be considered clinically relevant.

Alternatives to p values
If a study could be carried out hundreds of times, the same results would not be found each time. On average, a certain amount of difference can be found between the two treatment groups. In 95% of the studies that are carried out the average difference that was found would lie between certain values on either side of the estimated ‘real’ difference in treatment effect. These values are called the ‘95% confidence limits’ and the region they enclose is called the ‘95% confidence interval’.

When a study is carried out only once, how do we know that the difference between the two treatment groups found is anywhere near the ‘real’ difference? The answer is that we don’t know. If a 95% confidence interval is calculated for the result that is found, then this can be interpreted as follows. Suppose the trial was replicated a hundred times, the 95% confidence interval would be wide enough that 95% of the trials would yield an estimate within this confidence interval.

Assume that it is found that there is a difference of 5% between the intervention and control group, and the hypothetical 95% confidence interval surrounding this difference ranges from -2% to 12%. The conclusion might be that the 95% confidence interval also contains 0% difference, so the true effect could be no effect. This is equivalent to a non-significant result; the null hypothesis is not rejected. According to Guyatt et al (1995) it is also possible to say that there is probably a real difference in treatment effect that is nearer to 5% than to -2% or 12%. A reasonable conclusion of this clinical trial might be that there is a non-significant outcome and only a small treatment effect.
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